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Neocortical "decoder"


Both systems aim at retrieving a previously stored piece of information given part of its content.

## First hypothesis: the information scale
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## Second hypothesis: redundancy

## Illustration

$$
\begin{array}{ll}
0229001277 & 1277 \\
0229001-77 & 12-7
\end{array}
$$

## Redundancy

- We lose approximately one neuron per second,
- But we remember our phone number,
- Mental information is robust,
- Therefore redundant.


## Third hypothesis: recurrent graph

The neocortex can be essentially regarded as a distributed recurrent graph.

## illustration



## In one sentence

The neocortex is a recurrent, distributed graph of neocortical columns (fanals) that is able to store redundant pieces of information.

## Error correcting codes

## Example: the thrifty code




## Error correcting codes

## Example: the thrifty code



## Error correcting codes

## Example: the thrifty code



## Error correcting codes

## Example: the thrifty code



## Error correcting codes

## Example: the thrifty code



- Code containing only binary words with a single "1":


Drawback: $d_{\text {min }}=2$

* But easy to decode and minimize the energy:
* These codes can be associated like the


## Error correcting codes

## Example: the thrifty code

- Code containing only binary words with a single "1":

- Drawback: $d_{\min }=2$ :



## Error correcting codes

## Example: the thrifty code

- Code containing only binary words with a single "1":

- Drawback: $d_{\text {min }}=2$ :

- But easy to decode and minimize the energy:



## Error correcting codes

## Example: the thrifty code

- Code containing only binary words with a single "1":

- Drawback: $d_{\text {min }}=2$ :

- But easy to decode and minimize the energy:

- These codes can be associated like the distributed codes...


## Codes made of cliques of constant size

## Example: codewords = 4 nodes cliques

## Clique

## Set of nodes that

 are all connected one to another.
## Codes of cliques of size $c \ll n$

## Codes made of cliques of constant size

## Example: codewords $=4$ nodes cliques

## Clique

Set of nodes that are all connected one to another.

Symbols $=$ edges
2 distinct nodes $\Rightarrow d_{\text {min }}=6$ edges

## Codes made of cliques of constant size

## Example: codewords = 4 nodes cliques

## Clique

Set of nodes that are all connected one to another.


## Codes made of cliques of constant size

## Example: codewords = 4 nodes cliques

## Clique

Set of nodes that are all connected one to another.


Symbols $=$ edges
2 distinct nodes
$\Rightarrow d_{\text {min }}=6$ edges

Codes of cliques of size $c \ll n$

- $d_{\text {min }}=2(c-1) \approx 2 c$,



## Codes made of cliques of constant size

## Example: codewords = 4 nodes cliques

## Clique

Set of nodes that are all connected one to another.


$$
\begin{aligned}
& \text { Symbols }=\text { edges } \\
& 2 \text { distinct nodes } \\
& \Rightarrow d_{\min }=6 \text { edges }
\end{aligned}
$$

## Codes of cliques of size $c \ll n$

- $d_{\text {min }}=2(c-1) \approx 2 c$, rate $r \approx \frac{c}{2}$
$\Rightarrow F=r d_{\min } \approx 2$,


## Codes made of cliques of constant size

## Example: codewords = 4 nodes cliques

## Clique

Set of nodes that are all connected one to another.


Symbols $=$ edges
2 distinct nodes
$\Rightarrow d_{\text {min }}=6$ edges

## Codes of cliques of size $c \ll n$

- $d_{\text {min }}=2(c-1) \approx 2 c$, rate $r \approx \frac{c}{2}\binom{c}{2}^{-1}$


## Codes made of cliques of constant size

## Example: codewords = 4 nodes cliques

## Clique

Set of nodes that are all connected one to another.


Symbols $=$ edges
2 distinct nodes
$\Rightarrow d_{\text {min }}=6$ edges

Codes of cliques of size $c \ll n$

- $d_{\text {min }}=2(c-1) \approx 2 c$, rate $r \approx \frac{c}{2}\binom{c}{2}^{-1}$
- $\Rightarrow F=r d_{\min } \approx 2$,


## Codes made of cliques of constant size

Example: codewords = 4 nodes cliques

## Clique

Set of nodes that are all connected one to another.


Symbols $=$ edges
2 distinct nodes
$\Rightarrow d_{\text {min }}=6$ edges

## Codes of cliques of size $c \ll n$

- $d_{\text {min }}=2(c-1) \approx 2 c$, rate $r \approx \frac{c}{2}\binom{c}{2}^{-1}$
- $\Rightarrow F=r d_{\text {min }} \approx 2$,
- Cliques are codewords of a very interesting error correcting code. . .
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Example: codewords = 4 nodes cliques

## Clique

Set of nodes that are all connected one to another.


Symbols $=$ edges
2 distinct nodes
$\Rightarrow d_{\text {min }}=6$ edges

## Codes of cliques of size $c \ll n$

- $d_{\text {min }}=2(c-1) \approx 2 c$, rate $r \approx \frac{c}{2}\binom{c}{2}^{-1}$
- $\Rightarrow F=r d_{\text {min }} \approx 2$,
- Cliques are codewords of a very interesting error correcting code. . . and they are free!
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## Density

## A binary model of long term memory

- Density $d$ is the ratio of the number of used connections to the total number of possible ones,
- If messages are i.i.d.: $\boldsymbol{d} \approx 1-\left(1-\frac{1}{l^{2}}\right)^{M}$.


## Curves

## Remarks



- $d=1$ : no more distinction between stored and not stored messages,
- $d=f(l, M)$, not depending on $c$,
- $d \approx \frac{M}{l^{2}}$, for $M \ll l^{2}$.


## Performance
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## Performance

## Set implementation



Hopfield network ( $n=740$ )

Second kind error rate for various sizes of clusters c and for $l=512$ fanals per cluster.
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## Performance

## Simulations


Comparison of performance when messages are partially erased and when they are blurred ( $b=5$ ).
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## Correlated messages

## Limitation

With correlations grows the number of Type II errors.

Fighting correlation by adding random redundancy

$$
\begin{aligned}
& \text { brain }+c 1 \\
& \text { grade }+c 2 \\
& \text { gamin }+c 3 \\
& \text { grain }+c ?
\end{aligned}
$$
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## Questions

I am at your disposal if you have any question.

## A bit of reading

CLAUDE BERROU VINCENT GRIPON

PETITE MATHÉMATIQUE DU CERVEAU
UNE THÉORIE DE L'INFORMATION MENTALE


## To learn more

Visit:
http://www.vincent-gripon.com/?p1=100
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